ABSTRACT
Estimation of mixture models, a fundamental problem itself, is an example of machine learning and statistical problems where nonconvexity arises due to superposition and composition of simpler models. This problem may possess spurious local minimizers that are not globally optimal, both in theory and in practice. In this talk, we will present several positive results for mixture problems in the lens of nonconvex optimization.

For a mixture of two components, we show that all local minima are globally optimal, and EM converges to a global optimum from random initialization. This result applies to a broad class of log-concave mixture problems including mixtures of Gaussians and linear regressions. Our analysis highlights the challenge due non-contraction in Euclidean distance, and the role of angle contraction.

For more than two components, spurious local minima provably exist. One such local minimizer puts multiple centers at one true component, and another center in the middle of multiple true components. We prove that this is essentially the only type of spurious local minima under certain conditions. Consequently, standard algorithms such as gradient descent and EM are guaranteed to converge to a solution that partially identifies the true model.

Leveraging the above structural results, we will discuss several algorithmic ideas for avoiding local minima and finding the global optimum. Over-parametrization, in which one over-specifies the number of components, stands out as a promising approach. We will also briefly discuss the SDP relaxation approach, an extreme form of over-parametrization.
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